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 Investigate the effect of latency on
ISCSI performance

* |dentify bottlenecks and the tunable
parameters to eliminate them

* Adjust tunable parameters to improve
performance



Tunable Parameters

e ISCSI level

— Command request size
— Command window credit amount
— Sending solicited vs. unsolicited data (for writes)

— Number of simultaneous iSCSI connections per
session

e TCP level

— Transmit and receive window sizes

 Network / Data Link level

— Path MTU
— Transmit and receive buffer sizes
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 Most Solicited
— FirstBurstLength = 0

* Most Unsolicited
— FirstBurstLength >= max write-request size
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TGP Throughput with Default

Window (64 Kbytes)
Round Trip Latency
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TGP Throughput with Large
Window (10 MBytes)
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13G31 Throughput:

Throughput

>in

MB/s

Request | No. of Round Trip Latency

Size outstanding
iSCSI 0 ms 2 ms 10 ms 50 ms
commands

1 kB 1 1.3 0.2 0.05 0.01
32 11.3 3.3 0.8 0.2

8 kB 1 7.7 1.7 0.4 0.08
32 19.0 18.9 58 1.2

64 kB 1 19.2 10.9 2.9 0.6
32 19.2 19.3 19.3 4.5

256 kB |1 19.2 19.2 7.8 1.7
32 19.3 19.3 19.3 4.7




13G31 Throughput:

Throughput

>in

MB/s

Request | No. of Round Trip Latency

Size outstanding
iSCSI 0 ms 2 ms 10 ms 50 ms
commands

1 kB 1 2.2 0.4 0.09 0.02
32 17.4 6.6 1.5 0.3

8 kB 1 10.3 3.2 0.7 0.2
32 19.2 19.2 11.6 2.5

64 kB 1 19.3 17.6 54 1.2
32 19.3 19.3 19.3 4.8

256 kB |1 19.3 19.3 11.6 2.5
32 19.3 19.3 19.3 4.9




13G31 Throughput:

Request | No. of Round Trip Latency

Size outstanding
iSCSI 0 ms 2 ms 10 ms 50 ms
commands

1kB |1 23 |04 0.1 002 |
32 17.6 8.0 2.3 0.5

8 kB 1 10.2 3.1 0.8 0.2

Throughput

32 19.2 19.2 19.1 4.7 > in

64 kB 1 19.2 17.2 54 1.2 MB/s
32 19.2 19.3 19.3 19.2

256 kB |1 19.2 19.2 18.3 4.7
32 19.3 19.3 19.3 19.3 )




13G31 Throughput:
Gigabit Ethernet LAN

Throughput

>in

MB/s

Request | No. of Most Most

Size outstanding | Solicited | Unsolicited | Reads
iSCSI Writes Writes
commands

1 kB 1 3.4 5.9 5.4
32 17.1 23.4 19.9

8 kB 1 17.4 25.0 22.5
32 68.6 84.3 72.3

64 kB 1 56.1 65.9 61.3
32 96.5 99.8 91.9

256 kB 1 71.3 79.9 4.7
32 97.3 100.4 98.4




Default TCP window size is inadequate
for good WAN or MAN performance.

Product of the iISCSI| command window
and request size has a significant
Impact on throughput

Most solicited writes result in a major
performance penalty

With adequate tuning, iISCSI over TCP
IS capable of achieving good throughput
In all kinds of networks
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